Setting up an AWS instance

1. Sign-up for AWS (https://portal.aws.amazon.com/billing/signup). If you already have an AWS account, you can log in to your account.
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2. Sign in to your account. After the payment method is set, navigate to the AWS Management Console.
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3. Navigate to the EC2 console.
Type EC2 in the search bar and select EC2 to open the service console.
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4. Launch an AWS instance
Select the Launch Instance button.
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5. Select the AWS Deep Learning AMI
Choose the Quick Start tab on the left, then search for ‘deep learning’. Select Deep Learning AMI (Ubuntu). 
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6. Select the instance type
Choose an Amazon EC2 instance type. Amazon Elastic Compute Cloud (EC2) is the Amazon Web Service you use to create and run virtual machines in the cloud. AWS calls these virtual machines 'instances'.

Based on your requirement, you can choose different instance type. We will choose a GPU instance (g3s.xlarge), since we may use it for deep learning.
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Select Review and Launch.

7. Launch your instance
Review the details of your instance and select Launch.
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8. Create a new private key file
On the next screen you will be asked to choose an existing key pair or create a new key pair. A key pair is used to securely access your instance using SSH. AWS stores the public part of the key pair which is just like a house lock. You download and use the private part of the key pair which is just like a house key.

Select Create a new key pair and give it the name. Then select Download Key Pair and you store your key in a secure location. If you lose your key, you won't be able to access your instance. If someone else gets access to your key, they will be able to access your instance.

If you have previously created a private key file that you can still access, you can use your existing private key instead by selecting Choose an existing key pair.
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9. View instance details
Select the instance ID to view the details of your newly created Amazon EC2 on the console. 
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10. To connect to your instance, find the Public DNS of your instance and copy it.
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11. Open your command line terminal
On your terminal, change to the directory where your security key is located, then connect to your instance with the following command.

chmod 0400 <your .pem filename>
ssh -i <your .pem filename> ubuntu@ <your instance DNS>
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12. Please use one of the following commands to start the required environment with the framework of your choice
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Step 7: Review Instance Launch

Please review your instance launch details. You can go back to edit changes for each section. Click Launch to assign a key pair to your instance and complete the launch process.

A Your instance configuration is not eligible for the free usage tier

To launch an instance that's eligible for the free usage tier, check your AMI selection, instance type, configuration options, or storage devices. Learn more about free usage tier eligibility and usage restrictions.

v AMI Details Edit AMI

Deep Learning AMI (Ubuntu) Version 24.0 - ami-0944c173745e93dff

@ MXNet-1.4, TensorFlow-1.14, PyTorch-1.1, Keras-2.2, Chainer-6.1, Caffe/2-0.8, Theano-1.0 & CNTK-2.7, configured with NVIDIA CUDA, cuDNN, NCCL, Intel MKL-DNN,
Docker & NVIDIA-Docker. For a fully managed experience, check: https://aws.amazon.com/sagemaker

Root Device Type: ebs  Virtualization type: hvm

v Instance Type Edit instance type
Instance Type ECUs vCPUs Memory (GiB) Instance Storage (GB) EBS-Optimized Available Network Performance
g3s.xlarge 11.75 4 30.5 EBS only Yes Up to 10 Gigabit
v Security Groups Edit security groups
Security group name launch-wizard-28
Description launch-wizard-28 created 2019-07-31T12:13:18.266-05:00
Cancel

Don't show me this again
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A key pair consists of a public key that AWS stores, and a private key file that you store. Together,
they allow you to connect to your instance securely. For Windows AMls, the private key file is required
to obtain the password used to log into your instance. For Linux AMls, the private key file allows you to
securely SSH into your instance.

Note: The selected key pair will be added to the set of keys authorized for this instance. Learn more
about removing existing key pairs from a public AMI.
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[ Create a new key pair

AWS_g3sxlargel

Download Key Pair

Q You have to download the private key file (*.pem file) before you can continue. Store
it in a secure and accessible location. You will not be able to download the file
again after it's created.
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Launch Status

® Your instances are now launching
The following instance launches have been initiatedf i-0db3d8c33b1ebccb5 | View launch log

@  Get notified of estimated charges
Create billing alerts to get an email notification when estimated charges on your AWS bill exceed an amount you define (for example, if you exceed the free usage tier).

How to connect to your instances

Your instances are launching, and it may take a few minutes until they are in the running state, when they will be ready for you to use. Usage hours on your new instances will start immediately and continue to accrue until you
stop or terminate your instances.

Click View Instances to monitor your instances' status. Once your instances are in the running state, you can connect to them from the Instances screen. Find out how to connect to your instances.
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Launch Instance | Connect I Actions v

Q search : i-0db3d8c33b1ebccb5

Add filter

[ ] Name ~ | Instance ID ~ | Instance Type ~
[ ] i-0db3d8c33b1ebccb5  g3s.xlarge
Description Status Checks Monitoring Tags
Instance ID  i-0db3d8c33b1ebccb5
Instance state  running
Instance type  g3s.xlarge
Elastic IPs
Availability zone  us-east-2c

Availability Zone ~

us-east-2c

A O & 0

(2] 1to1of1
Instance Stat~ Status Checks ~ Alarm Status Public DNS (IPv4) v
& running & 2/2checks ... None ‘ ec2-18-188-12-148.us-east-2.compute.a... 1

Public DNS (IPv4)  ec2-18-188-12-148.us-east-

2.compute.amazonaws.com

IPv4 Public IP
IPv6IPs -
Private DNS  ip-172-31-43-23.us-east-2.compute.internal
Private IPs ~ 172.31.43.23
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Tingyus-MacBook-Pro:key tingyuchen$ ssh -i "AWS_g3sxlarge.pem" ubuntu@ec2-18-188
-12-148.us-east-2.compute.amazonaws.com
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Please use one of the following commands to start the required environment with the framework of your choice:

for
for
for
for
for
for
for
for
for
for
for
for
for
for
for
for
for
for
for
for
for

MXNet(+Keras2) with Python3 (CUDA 10.0 and Intel MKL-DNN) ___________ _ _ _ _ o __ source activate mxnet_p36
MXNet(+Keras2) with Python2 (CUDA 10.0 and Intel MKL-DNN) ____________ __ ___ o __ source activate mxnet_p27
MXNet(+Amazon Elastic Inference) with Python3 _____________ _____ _ ___ o ____ source activate amazonei_mxnet_p36
MXNet(+Amazon Elastic Inference) with Python2 _____________ _____ _ ___ o ___ source activate amazonei_mxnet_p27
TensorFlow(+Keras2) with Python3 (CUDA 10.0 and Intel MKL-DNN) ___________________________ source activate tensorflow_p36
TensorFlow(+Keras2) with Python2 (CUDA 10.0 and Intel MKL-DNN) ___________________________ source activate tensorflow_p27
Tensorflow(+Amazon Elastic Inference) with Python2 _____________________________ source activate amazonei_tensorflow_p27
Tensorflow(+Amazon Elastic Inference) with Python3 _____________________________ source activate amazonei_tensorflow_p36
Theano(+Keras2) with Python3 (CUDA 9.0) _______ source activate theano_p36
Theano(+Keras2) with Python2 (CUDA 9.Q) ______ _ source activate theano_p27
PyTorch with Python3 (CUDA 10.0 and Intel MKL) ________ ___ source activate pytorch_p36
PyTorch with Python2 (CUDA 10.0 and Intel MKL) ________ ___ source activate pytorch_p27
CNTK(+Keras2) with Python3 (CUDA 9.0 and Intel MKL-DNN) ________ ___ _ _ _ _ 0o __ source activate cntk_p36
CNTK(+Keras2) with Python2 (CUDA 9.0 and Intel MKL-DNN) ___________ 0o __ source activate cntk_p27
Caffe2 with Python2 (CUDA 9.0Q) ___ __ source activate caffe2_p27
Caffe with Python2 (CUDA 8.Q) ___ __ source activate caffe_p27
Caffe with Python3 (CUDA 8.Q) ___ __ source activate caffe_p35
Chainer with Python2 (CUDA 10.0 and Intel iDeep) ________ o source activate chainer_p27
Chainer with Python3 (CUDA 10.0 and Intel iDeep) ________ o source activate chainer_p36
base Python2 (CUDA 9.0) ___ source activate python2
base Python3 (CUDA 9.0) ____ source activate python3
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Create an AWS account

Email address

AWS Accounts Include
12 Months of Free Tier Access

Password

Including use of Amazon EC2, Amazon S3, and Amazon DynamoDB Confirm password

Visit aws.amazon.com/free for full offer terms

AWS account name @

Sign in to an existing AWS account

© 2019 Amazon Web Services, Inc. or its affiliates.
Al rights reserved.

Privacy Policy | Terms of Use
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AWS Management Console

AWS services

Find Services
You can enter names, keywords or acronyms.
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EC2
Virtual Servers in the Cloud

ECS
Run and Manage Docker Containers

EFS
Managed File Storage for EC2

GuardDuty
Intelligent Threat Detection to Protect Your AWS Accounts and Workloads
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Resources

You are using the following Amazon EC2 resources in the US East (Ohio) region:

0 Running Instances 0 Elastic IPs
0 Dedicated Hosts 0 Snapshots
30 Volumes 0 Load Balancers
2 Key Pairs 28 Security Groups

0 Placement Groups

‘ Learn more about the latest in AWS Compute from AWS re:Invent by viewing the EC2 Videos.

Create Instance

To start using Amazon EC2 you will want to launch a virtual server, known as an Amazon EC2 instance.

Note: Your instances will launch in the US East (Ohio) region
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I Quick Start (7) 1to 7 of 7 AMIs

My AMIs (0) e Deep Learning AMI (Microsoft Windows Server 2016) - ami-04ade06f8ef1faa09 m

Microsoft Windows Server 2016 with Tensorflow, Caffe and MXNet. [English]

AWS Marketplace (122) Windows 64-bit (x86)
Root device type: ebs Virtualization type: hvm ENA Enabled: Yes
Community AMIs (159)
® Deep Learning AMI (Ubuntu) Version 24.0 - ami-0944c173745e93dff m
~|Free tier only (j MXNet-1.4, TensorFlow-1.14, PyTorch-1.1, Keras-2.2, Chainer-6.1, Caffe/2-0.8, Theano-1.0 & CNTK-2.7, configured with NVIDIA CUDA, cuDNN, NCCL, Intel G4-hit (x8A)
MKL-DNN, Docker & NVIDIA-Docker. For a fully managed experience, check: https://aws.amazon.com/sagemaker
Root device type: ebs Virtualization type: hvm ENA Enabled: Yes
..' Deep Learning AMI (Amazon Linux) Version 24.0 - ami-019eaed5ffb6d53c5 m
MXNet-1.4, TensorFlow-1.14, PyTorch-1.1, Keras-2.2, Chainer-6.1, Caffe/2-0.8, Theano-1.0 & CNTK-2.7, configured with NVIDIA CUDA, cuDNN, NCCL, Intel 64-bit (x86)

Amazon Linux  MKL-DNN, Docker & NVIDIA-Docker. For a fully managed experience, check: https://aws.amazon.com/sagemaker

Root device type: ebs Virtualization type: hvm ENA Enabled: Yes




